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## Introduction

- In this topic, we will
- Review the intermediate-value theorem
- Look at some theorems that result from this theorem
- Look at applications of these new theorems
- Discuss how we will apply these theorems in this course


## The intermediate-value theorem

- You may recall the intermediate-value theorem from calculus

Theorem
Given a continuous function $f$ defined on an interval $[a, b]$, if $y$ is any value between $f(a)$ and $f(b)$, then there exists an $x$ such that $a<x<b$ and $y=f(x)$


## Application

Theorem
Given a continuous function $f$ defined on an interval $[a, b]$ where $f(a)$ and $f(b)$ have opposite signs, then there exists a root $x$ such that $a<x<b$
Proof:
If $f(a)$ and $f(b)$ have opposite signs, then 0 is a value between $f(a)$ and $f(b)$.
Therefore, by the intermediate-value theorem, there exists a point $x$ such that $a<x<b$ and $f(x)=0$. Therefore, $f$ has a root on the interval $(a, b)$. $\square$

## Application

- Definition

Given a function $f$ defined on an interval $[a, b]$, the image of $[a, b]$ under $f$ is the collection of all $y$-values such that there exists an $a \leq x \leq b$ where $y=f(x)$.
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## Application

Theorem
Given a continuous function $f$ defined on an interval $[a, b]$
the image of $[a, b]$ under $f$ is also an interval.
Proof:
Suppose that the image of $[a, b]$ is not an interval.
Therefore, the image must be split by at least one value $y$
such that there exists one $y_{\mathrm{L}}<y$ and one $y<y_{\mathrm{U}}$ in the image.
Thus, there exist points $x_{\mathrm{L}}$ and $x_{\mathrm{U}}$ in $[a, b]$ such that

$$
f\left(x_{\mathrm{L}}\right)=y_{\mathrm{L}} \text { and } f\left(x_{\mathrm{U}}\right)=y_{\mathrm{U}}
$$

But either $\left[x_{\mathrm{L}}, x_{\mathrm{U}}\right]$ or $\left[x_{\mathrm{U}}, x_{\mathrm{L}}\right]$ is a sub-interval of $[a, b]$, and by the intermediate-value theorem, there exists an $x$ between these two such that $f(x)=y$.
But this $x$ must also be in the interval $[a, b]$, and so $y$ is in the image. This is a contradiction.
Therefore the continuous image of an interval is an interval.

## Application

Theorem
Suppose $f$ is a continuous function on $[a, b]$ and we have two $x$-values, $x_{1}$ and $x_{2}$, also on the interval $[a, b]$.
Then there exists an $x$ in $[a, b]$ such that

$$
f(x)=\frac{f\left(x_{1}\right)+f\left(x_{2}\right)}{2}
$$

Proof:
$f\left(x_{1}\right)$ and $f\left(x_{2}\right)$ are both in the image of $[a, b]$ under $f$.
The average is between these two.
From the previous theorem, therefore, there must be an $x$ that satisfies the given condition. $\square$

## Application

Theorem
Suppose $f$ is a continuous function on $[a, b]$ and we have $n x$-values $x_{1}$ through $x_{n}$ all from the interval $[a, b]$.
Then there must exist an $x$ such that $f(x)$ equals a given convex combination, that is, a weighted average with all weights being non-negative: $w_{1} f\left(x_{1}\right)+\cdots+w_{n} f\left(x_{n}\right)$
Proof:
We saw previously that any convex combination must satisfy

$$
\min \left\{f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right\} \leq w_{1} f\left(x_{1}\right)+\cdots+w_{n} f\left(x_{n}\right) \leq \max \left\{f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right\}
$$

As both end-points are in the image, thus there must be an $x$ in $[a, b]$ such that

$$
f(x)=w_{1} f\left(x_{1}\right)+\cdots+w_{n} f\left(x_{n}\right)
$$

## Example

- Suppose we have the interval $[0,1]$ and we have the nine points

$$
0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9
$$

- Suppose also that the weights of our weighted average are

$$
0.05,0.01,0.42,0.03,0.14,0.09,0.18,0.02,0.06
$$

- We can calculate that
$0.05 \sin (0.1)+0.01 \sin (0.2)+0.42 \sin (0.3)+0.03 \sin (0.4)+0.14 \sin (0.5)$
$+0.09 \sin (0.6)+0.18 \sin (0.7)+0.02 \sin (0.8)+0.06 \sin (0.9)$
$\approx 0.4380227193158797$
- Note that $\sin (0.4533979810675964) \approx 0.4380227193158797$ and $0<0.4533979810675964<1$


## In this course

- In general, we will only use these theorems to determine that a particular value exists
- We often will not go out looking for the actual value
- For example,

$$
\begin{aligned}
& f(x+h)=f(x)+f^{(1)}(x) h+\frac{1}{2} f^{(2)}\left(\xi_{+}\right) h^{2} \\
& f(x-h)=f(x)-f^{(1)}(x) h+\frac{1}{2} f^{(2)}\left(\xi_{-}\right) h^{2} \\
& \frac{f(x+h)+f(x-h)}{2}=f(x)+\frac{1}{4}\left(f^{(2)}\left(\xi_{+}\right)+f^{(2)}\left(\xi_{-}\right)\right) h^{2} \\
& \frac{1}{2}\left(\frac{1}{2} f^{(2)}\left(\xi_{+}\right)+\frac{1}{2} f^{(2)}\left(\xi_{-}\right)\right)=\frac{1}{2} f^{(2)}(\xi) \\
& x-h \leq \xi \leq x+h
\end{aligned}
$$

## Example

- To show this result in action:

$$
\frac{f(x+h)+f(x-h)}{2}=f(x)+\frac{1}{2} f^{(2)}(\xi) h^{2}
$$

- Let the function be the cosine function and let $x=1$ and $h=0.5$
- Then

$$
\begin{gathered}
\frac{\cos (0.5)+\cos (1.5)}{2}=\cos (1)-\frac{1}{2} \cos (1.303038635206622) 0.5^{2} \\
0.5 \leq 1.013210309872914 \leq 1.5
\end{gathered}
$$

## Summary

- Following this topic, you now
- Have reviewed the intermediate-value theorem
- Seen a few theorems that are a consequence of that theorem
- Seen a few applications these theorems and how these will be used in this course
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